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AI use cases - Examples

• Customer service
• Sales
• Healthcare
• Finance
• Manufacturing
• Transportation
• Education

Examples for GenAI

• Enhanced Operational 
Efficiency and Automation 

• Advanced Data Management 
and Insights 

• Enhanced Customer 
Engagement 

• Improved Security 
Operations

• Increased Individual 
Productivity 



Should we adopt AI? 



Where risks may emerge

AI Pipeline

Source: https://cloud.google.com/blog/topics/threat-intelligence/securing-ai-pipeline/



Relevant AI Risks – from the Google SAIF
• PD: Data Poisoning
• UTD: Unauthorized Training Data
• MST: Model Source Tampering
• EDH: Excessive Data Handling
• MXF: Model Exfiltration
• MDT: Model Deployment Tampering
• DMS: Denial of  ML Service
• MRE: Model Reverse Engineering
• IIC: Insecure Integrated Component
• PIJ: Prompt Injection
• MEV: Model Evasion
• SDD: Sensitive Data Disclosure
• ISD: Inferred Sensitive Data
• IMO: Insecure Model Output
• RA: Rogue Actions

Source: https://blog.google/technology/safety-security/google-ai-saif-risk-assessment/



Sample consequences 1/2

Sources: 
• https://spectrum.ieee.org/slight-street-sign-modifications-can-fool-machine-learning-algorithms
• https://simonwillison.net/2023/Oct/14/multi-modal-prompt-injection/

Model Evasion

Prompt Injection



Sample consequences 2/2

• Disinformation actors leveraging genAI
• Phishing using genAI
• Develop malware with LLM



The need for a Threat Modeling

• Identify the components of  the AI pipeline
• Identify threats to the components
• Develop plausible attack scenarios and attack paths that threat actors may 

leverage to target the components
• Identify and map existing security controls
• Determine gaps in existing security controls by identifying areas where 

there are no controls or where the controls are inadequate
• Plan and execute remediations by identifying and implementing controls 

to close the gaps.



So what is the role of  cybersecurity?

• Mitigate the AI risks
• AI-powered threats
• Securing AI by design

• Use AI to improve cybersercurity



Mitigating AI Risks - Examples

• AI-powered threats
• Counter the malicious use of  AI.

• Securing AI by design: 
• Frameworks and tools to help organizations deploy 

AI models on a secure, compliant foundation.
• Clear governance frameworks outlining roles, 

responsibilities, and accountability are crucial for 
effective oversight of  AI systems.

• Contextualizing AI system risks within the 
surrounding business processes is necessary to ensure 
a comprehensive approach.

• Policies need to balance the benefits and risks of  AI 
while avoiding overly restrictive measures that hinder 
innovation.



Improve Cyber Security with AI - Examples

• Leverage AI:
• for threat detection and response to provide 

the necessary scalability and speed to handle 
attacks effectively.
• to quickly identify and sort relevant Threat 

Intelligence information.
• to identify software vulnerabilities.
• to analyze security data/reports.
• to help people get the most from their 

security tools
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